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Abstract. Traditional techniques for autonomous driving nonholo-
nomic (car-like) vehicles require precise kinematic models and com-
plex geometric computations of trajectories. Learning such a model
through reinforcement learning is highly sample inefficient and thus
not always feasible in practice. Moreover, such an approach offers
poor explainability. We propose an approach based on qualitative
reasoning, where a qualitative model for driving a car-like vehicle
is learned over a small set of numerical traces. We define a plan-
ning algorithm that is able to interpret the learned qualitative models
and quantify the actions to pursue the goal while avoiding collisions.
We demonstrate our approach on the problem of reverse parallel car
parking. The results show that our qualitative approach is able to de-
duce an S-shaped trajectory to park the car in one smooth reverse ma-
neuver without the typical backward-forward corrections with negli-
gible error in the final position and orientation.

1 Introduction

Nonholonomic vehicles, which include various types of wheeled
robots and autonomous vehicles, are subject to constraints that limit
their motion to certain paths. Unlike holonomic systems, which can
move freely in any direction, nonholonomic vehicles can only move
in specific directions due to their constraints. Parking such vehicles
involves finding feasible paths that comply with these motion con-
straints while achieving precise final positioning.

Traditional techniques for autonomous parking of vehicles rely on
a combination of sensors (e.g. ultrasonic sensors, cameras, lidar, and
radar) and algorithms for path planning and trajectory generation,
along with control systems (e.g. PID controllers and Model Predic-
tive Control) to ensure precise vehicle movement and obstacle avoid-
ance. In practice, autonomous parking systems should also take extra
care, when dynamicity is present in the environment (e.g. other mov-
ing subjects and/or objects nearby). Such methods require a precise
kinematic model and are often computationally complex [13]. Re-
cently, Boyali and Thompson [1] proposed a method for optimal path
generation in parking maneuvers using a kinematic car model. Their
approach integrates Successive Convexification (SCvx) algorithms
and state-triggered constraints to ensure path feasibility and con-
straint satisfaction in constrained environments. Shahi and Lee [14]
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introduced a method for autonomous rear parking using Rapidly Ex-
ploring Random Trees (RRT) and Model Predictive Control (MPC).

Fundamental geometric methods for generating paths in obstacle-
free environments were first studied by Dubins [4]; his paper pro-
vides early insights into nonholonomic path planning by studying
the shortest paths for car-like vehicles, which can only move forward.
Reeds and Shepp [12] addressed also the backward motion of a vehi-
cle. These two studies form the basis for many modern path-planning
algorithms used in autonomous vehicles. A basic understanding of
motion planning for nonholonomic vehicles is given in Triggs [17].

Alternative approaches use reinforcement learning [19] or fuzzy-
based controllers [11] to obtain a good parking strategy, where the
vehicle continuously learns from several parking attempts. Rein-
forcement learning approaches require lots of data and trials, which is
not feasible in practice. A recent approach by Moreira [10] explored
the application of deep reinforcement learning (DRL) in automated
parking. The study focused on training an agent to follow predefined
complex paths while avoiding collisions with obstacles.

Commercial autonomous parking systems (APS) can be divided
into two types; systems like Bosch’s Automated Valet Parking (AVP)
also depend on vehicle-to-infrastructure communication to ensure
efficiency and safety. For example, Bosch in collaboration with
Mercedes-Benz developed an AVP system that enables vehicles to
park in predefined parking spots in garages without driver input.
These systems exceed the scope of our work. Other brands don’t rely
on the outside infrastructure: most notably BMW, Audi and Tesla
have incorporated APS that use a combination of cameras and ultra-
sonic sensors to guide the vehicle autonomously. While most of them
work well in structured environments like parking garages, real-
world scenarios with unpredictable elements (e.g., pedestrians or dy-
namic obstacles) still present a significant challenge. Vision-based
systems, e.g. like those used by Tesla, struggle with low-light condi-
tions, bad weather conditions, and occlusions (e.g., objects blocking
sensors). The removal of ultrasonic sensors in some models has also
led to inconsistent performance in tight parking spaces.

In this paper, we address the problem of parking a nonholonomic
vehicle using qualitative models in combination with qualitative re-
active planning [21]. Qualitative models [5, 7, 2, 6] describe the
dynamics of a system in qualitative terms such as the directions of
change of state variables (increasing, steady or decreasing). These
qualitative models can be used in planning and control [15, 9]. We
obtain the qualitative model from a small set of numerical traces and



then use a reactive planning approach to pursue the goal.

This work is part of our endeavor to develop a global learning and
planning architecture that can adapt to novel situations in a way that
is close to how humans learn. Reverse parallel parking is an interest-
ing challenge to steer this development.

2 The parallel parking challenge

v

2.5xL

Figure 1. Problem Specification. Here, « is positive and 6 is negative. The
car width W is 3/5 of the car length L. The car has 2 distance sensors on its
left. The distance they measure is shown with dashed lines.

The experimental setup that we used in this paper is shown in
Fig. 1. The car starts at the left of the goal position and drives back-
ward towards the parking spot. The initial and the goal positions are
marked in the figure with the cross symbol, which depict the center of
the car (z, y). The car’s orientation 6 at the start is 90 degrees (facing
left) and should also be 90 degrees when parked. In this experiment,
we constrain the speed of the car v to backward driving at a constant
speed (v < 0), so the car must be parked in one smooth trajectory,
with no back-and-forth maneuvers. This way, the actions are simpli-
fied only to turning of the steering wheels within « € [—30, 30]. We
also place obstacles (other parked cars or walls) in front and behind
the parking spot. The obstacle in front is placed at a large enough dis-
tance so that the car can perform an S-shaped trajectory in a single
maneuver.

There are two distance sensors mounted on the car, one at the front
and the other at the back, both on the left side of the car, so that they
measure the distance to the nearest wall in the direction perpendicular
to the car’s orientation (see Fig. 1). The sensor is triggered if the
obstacle is closer than the length of the car.

We conducted the experiments in a simulator with a time step of
At = 40 milliseconds. The car starts driving backward immediately
at a constant speed so that one length of the car is traversed in 20
steps. The speed of turning the steering wheels is 100 degrees per
second. Actions therefore only define the direction of turning the
steering wheel «, which can be either O (no turning), 1 (turning left),
or —1 (turning right). The episode stops when the z-position of the
car reaches or surpasses the x-position of the parking spot, or when
an obstacle is being hit.

3 The numerical model

To simulate the motion of the car, we use a mathematical model sim-
ilar to the Dubins car model [3], which is often represented as a bi-
cycle model. For an ordinary car, the pairs of parallel wheels are
depicted as a single wheel. The car cannot move sideways, and its
forward motion is constrained to geometric arcs, as shown in Fig. 2.

The future position of the front wheels is determined by the car’s
current orientation 6, the distance [ between the front and the rear
wheel, the current forward velocity v of the car, and the steering an-
gle «, which we constrain to a € [—30°,30°]. We use the following
differential equations to model the dynamics of the front wheel:

_sin(a)
/2

= —v-sin(f + «)

)]
y=wv-cos(f + «)

After the position of the front wheel is calculated for the next time
step, the position of the rare wheel is deduced from the new orienta-
tion 0 and the length /. The midpoint of the segment [ is taken as the
current car’s position (z,y).

Figure 2. Our mathematical model of a car, which is similar to the Dubins
car model.

Differential equations (1) or similar are typically used to model
the dynamics of the Dubins car (see, e.g. [8]). However, the Du-
bins model is constrained to forward motion (v > 0). The dynam-
ics of moving backward is considerably more complicated. Consider
the situation depicted in Fig. 3. The car is oriented towards the left
(6 = 90°), drives backwards (v < 0), and the steering angle is pos-
itive (&« > 0). The front wheel follows the dynamics of the model
(1), which predicts y > 0, but the rear wheel exhibits the opposite
dynamics y < 0. If such motion is observed long enough, the front
wheel will eventually, due to the change in 6, also assume ¢ < 0.
When driving backward, we consider two types of effects: short-
term effects that describe the immediate dynamics of the front wheel,
and long-term effects that describe the motion of the back of the car.
When parking the car backward, we are interested in the latter.

Short-term effect
y > 0

T

Long-term effect
y <0

Figure 3. The difference between the short-term and the long-term action
effect.

4 The qualitative model
4.1 A short-term model

The short-term qualitative model can be derived directly from differ-
ential equations (1). In this paper we use Q-constraints as defined in



[18]:
means 2¢ > 0,

T
Y
means 3z < 0.

y=Q" ()

y=Q (z)
Other functional dependencies may exist, but they are not presumed
with the above Q-constraints. We presume that v is constant and o €
[—30°,30°]. Our short-term qualitative model for forward driving
(v > 0) is therefore:

0=Q"(a),

. Q (0+a) if—90° < (0+a) < 90°,

YT @t (0 +«) otherwise. 2)

[ Q (0+a) if0°<(0+a)< 180°

Y71 @f (0 +«) otherwise.

And for backward driving (v < 0):

0=Q (a),

s QTO+a) i —90° < (04 a) < 907,
Tl Q@ (0+«) otherwise. 3)
[ Qt(0+a) if0° < (0+a)<180°%,

Y71 @ (0 + ) otherwise.

The interpretation of the above models is as follows. Consider
again the short-term effect in scenario from Fig. 3. The orientation
of the car is § = 90° and o € [—30°,30°]. Since (6 + a) €
[60°,120°], it applies ¥ = Q1 (0 + «). If we are driving slow, so
that v approaches 0, it follows from (1) that 6 also approaches 0,
hence with slow driving, our Q-constraint approximates § = Q1 (),
which we interpret as:

If the steering angle « increases/decreases and everything else
remains constant, the speed v also increases/decreases.

In our scenario, this means that turning the steering wheel left in-
creases ¢, and turning it right decreases g.

4.2 A long-term model

When driving backward, we use the long-term qualitative model. It
is easy to see that short-term and long-term effects on 6 are the same,
hence 6 = Q (@) for v < 0. However, the long-term effects on
2 and g are not directly deducible from the mathematical model (1)
without considering some additional geometric properties of the car.
We therefore decided to learn the long-term model instead of deduc-
ing it. We used the method called Padé [18] that learns Q-constraints
from numerical samples.

We collected 330 samples that uniformly cover the domain 6 X «,
as seen in Fig. 5. For each configuration (6, «), we measured the
changes Az and Ay, while driving backward (v < 0) for long
enough to observe the long-term effects. Taking into account the du-
ration At of each action, we translated the observed values to & and
y. The two outputs from Padé — The first one for & and the second
one for y — are shown in Figure 5. Padé labels each sample with
the ‘+> or the ‘-> sign, which respectively denote Q" (6 + «) and
Q™ (0 + a).

Revisiting again the scenario from Fig. 3, we first identify the qual-
itative sign belonging to the car’s configuration § = 90°, for some
a > 0. It is clear from the plots that the long-term effect on y of
driving backward in this configuration is determined by constraint
¥ = Q (0 + «), which means that turning the steering wheel left

(increasing «) results in decreasing the speed ¢ while turning it right
(decreasing «) results in increasing the speed .

Fig. 4 gives and interpretation of short-term and long-term quali-
tative effects on variables y in different states (v, #). By turning the
wheel, we change the value of alpha either in positive (right arrow) or
negative (left arrow) direction. This affects the speed with which the
orientation of the car () is changing while driving backward. For a
short while (shorter arrow), the sign of y is preserved, but after some
time (longer arrow) the sign of y may change.
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Figure 4. Short-term and long-term action effects observed with the signs
of variable y in different states (c, 6).

5 The planning algorithm

To solve a numerical problem using qualitative models, some form of
quantification is necessary. A qualitative model can predict which ac-
tions will work in the direction towards a goal state, but cannot assert
the quantities of actions or decide on their duration. Using a quali-
tative model we may decide that the value of some output should be
increased or decreased, but cannot directly assert the actual rate of
change. In our planning algorithm, we tackle this problem by a reac-
tive approach, where the current numerical state is observed multiple
times per second, and each time a qualitative action is decided and
executed using a small fixed numerical step. By fast consecutive ex-
ecution of such short actions, the state of the system is controlled dy-
namically and steered towards the goal direction. In our car parking
domain, the speed of turning the front wheels is fixed, so an action
merely decides whether — according to the currently observed state
— the driver should be turning the steering wheel left or right.

To decide which action should be executed in some specific mo-
ment, we consider the current intention of the driver, which could be
one of the following two:

o The goal pursuit mode. The collision sensors are off and the goal
is to park the car to the designated parking spot.

o The safety mode. One or more of the collision sensors got trig-
gered. Avoid colliding with the obstacle/wall.

When avoiding collision, the algorithm temporarily ignores the pri-
mary goal of parking the car, until the danger of colliding is over.

5.1 The goal pursuit mode

When pursuing the goal, the planner decides on the next action based
on the direction and the distance of the parking spot. There are three
spatial variables to consider: x, y, and 6, each with its own goal value.
Using a qualitative model, the planner may, for example, deduce that
turning the steering wheel left may work in favor of variable y, but
unfavorably for variable 6. The priority is then given to variables that
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Figure 5. The learned long-term qualitative effects of using different steering angles («) in different car orientations (6) while driving backward (v < 0). The
‘+ and the -’ signs respectively denote the QT and the y = Q~ constraint.

are farther away from their goal values. This is done in the following
way:

1. Observe and store the current speed and acceleration for each vari-
able separately.

2. Using the history of observation, compute theoretically the fastest
possible time 7); for each variable x; to reach its goal value, tak-
ing into account the highest observed acceleration +al,, for each
direction separately, the current velocity v¢ and the observed ter-
minal velocity Vlax.

3. Use the qualitative model (long-term model for backward driving)
to determine how each action would affect the direction of change
of each variable.

4. Let each variable x; use its n; as a voting score for each action. If
the action moves the value x; towards its goal, the +n); is cast for
the action, and if the action moves it away from the goal, —n; is
cast.

5. Sum up all the votes for each action and execute the one with the
highest score.

Computing the time estimates 7); instead of using actual spatial
distances bridges the gap between different units (e.g., meters for
x, y, and degrees for 6), while also accounting for different kine-
matic properties (e.g., rotations could be slow in comparison to for-
ward/backward motion). This way the planner dynamically adapts to
the numerical properties of the system. Moreover, by considering this
temporal component, the planner aims to bring all variables to their
goal values simultaneously. The experiments with a similar approach
in [22, 20] show that the action selection algorithm first brings all the
7; values approximately to the same value and then simultaneously
lowers them to 77; = O (meaning that the goal state has been reached),
if such a behavior is possible. This applies to our parking problem as
the capability to park the car in one smooth trajectory without the
need for additional corrections, if such a trajectory is possible with
the given steering constraints. However, there is no guarantee that the
obtained trajectories are optimal.

5.2 The safety mode

When one or more sensors are triggered, the algorithm switches to
the safety mode, where the goal stops being pursued and the aim is to
avoid collision. In some of the previous work (e.g., [21, 22]), colli-
sion avoidance has been successfully executed while simultaneously
pursuing the goal. However, it was only shown to work with point
obstacles and a sensory input that exhibits continuous changes in the
input values. In our parking domain, sensory input is typically not
continuous — a wall may come to an end, and the input may in-
stantly jump from, e.g., 0.5 meters to infinity. This confuses the 7;
computations with erroneous observations of velocities and acceler-
ations, so the sensory variables cannot be compared with the pursuit
variables when voting for individual actions. We therefore introduce
the safety mode, where the actual values of the distance sensors are
used instead of 7;, to prioritize actions.
In safety mode, actions are decided in the following way:

1. Observe the current values x; of active sensors (the distance from

the obstacle).

2. Use the qualitative model to predict whether an action increases

or decreases the sensor’s distance to the obstacle.

3. Vote by 1/z; for an action, if the action increases the distance

from the obstacle, and by —1/x; if it decreases it.

4. Sum up all the votes for each action and execute the one with the

highest score.

In our parking domain, we use the short-term qualitative model for
the front sensor and the long-term qualitative model for the rear sen-
sor. The reasons are obvious from Fig. 3.

6 Experimental Results

The proposed planning approach succeeded in parking the car with-
out a collision. Fig. 6 shows the result of a simulation at 25 FPS,
which took 80 steps (3.2 seconds).



In the beginning, both sensors turn on because of the proximity of
the left-side obstacle. The car therefore drives straight back until the
rear sensor turns off. Still in safety mode, a slight clockwise turn is
made to increase the distance of the front sensor from the obstacle,
and soon after the front sensor also turns off. The car continues with
pursuing the goal and makes an S-curved trajectory towards the goal
position. The parking finishes with the goal orientation error of 2.9
degrees (final 6 was 87.1°).

Figure 6. Successful parking maneuver with the proposed approach. The
green rectangle denotes where we want the car to be parked. The yellow
points mark the points where the distance sensors touch the wall.

Next, we performed 100 experiments to test the efficacy of our
method. Initial positions were randomly chosen. The x-position was
varied with a maximum deviance of twice the length of the car and
chosen so that the back of the car was not past the first corner. The
y-position was varied with a maximum deviance of the length of the
car with a minimal distance to the wall of i of the car’s width. The
initial orientation 6 was chosen within [60°, 120°], thus with a max-
imal deviation of 30° from a perfect parallel orientation. The results
are shown in Fig.7. The arrows show the initial positions, such as the
arrow in Fig. 1. Green arrows indicate a successful parking maneu-
ver, while red indicates failures. 89 out of the 100 experiments were
successful.

T T T
500 600 700 800

Figure 7. The results of 100 experiments with different initial states.
Green and red arrows respectively indicate initial positions and orientations
of successful and unsuccessful parking attempts.

There are two patterns of failures. First, if the car is close to the
wall and oriented toward the wall with its back side, it cannot make

s smooth backward trajectory without colliding with the wall, due to
the constraints on the steering angle (Fig. 8). To resolve the situa-
tion, a forward maneuver should be made, which is not allowed by
our current experimental setup. The second failing scenario occurs
when in safety mode, the car is brought into a position of the first
type. In our experimental setup, that would happen after successfully
passing the wall on the left and taking a sharp turn left while still
in safety mode. When switching back to the goal pursuit mode, the
car is positioned too close to the wall to be able to make a smooth
trajectory without collision (Fig.9). In this case also, forward driving
to correct the position would resolve the situation.

Figure 8. Parking fails if the car is initially too close to the wall and
oriented in such a way, that even with the maximum steering angle, collision
with the wall in unavoidable.

4—0'0..0...00.0...‘."....

Figure 9. Parking fails, if in safety mode, the car is brought into a position,
from which a smooth trajectory is not possible, after switching back to goal
pursuit mode.

7 Conclusion

In this paper we showed that the problem of learning how to park
a nonholonomic autonomous vehicle can be approached qualita-
tively. The main advantage of our qualitative approach is signifi-
cantly higher samples efficiency and the speed of learning a model
than with the traditional reinforcement learning methods. We em-
ployed a reactive planning method that has already been successfully
used with qualitative models for differential drive, quadcopter con-
trol, and a cart-pole system [21, 22, 16]. We proposed a novel ad-
dition to this type of planning, which is a separation of the safety
model from the goal pursuit model, which solved the problem of dis-
continuous input from the sensors, as well as previously unaddressed
problem of detecting multiple obstacles simultaneously or through



multiple sensors. The results showed the ability of our method to
park the car with high accuracy in a single maneuver.

The experiment demonstrated in this paper was simplified by
keeping the speed constant at all times, which simplified car actions
to only turning the wheel. It would be more realistic to also employ
speed regulation with the possibility to also move forwards and stop
the car at any time. This would also address the problem of non-
determinism of constraints of type Qi (6 4 o), where the actual out-
come depends on the rate of change of both, 6 and «.. By stopping the
car, # can be considered as a constant, hence QT (6 + ) becomes
equivalent with Qi(a). This also complies with the way humans
usually park a car — often stopping the car while turning the steer-
ing wheel, so to make for the moment the steering wheel the only
deciding factor of the next driving direction. By keeping the speed
constant, certain trajectories were not possible that would otherwise
be feasible, which also includes collisions that could otherwise be
avoided.
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